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This research aims to develop a prediction model for forest fires that occur by 

utilizing five types of machine learning algorithms, namely Decision Tree, K-

Nearest Neighbors (KNN), Random Forest, Naïve Bayes (Kernel), and Rule 

Induction. The data used in this research was taken from [www.kaggle.com]. 

By using data pre-processing techniques such as missing value imputation, 

data normalization, and feature selection techniques, to ensure the quality of 

the data used in the prediction model. The research results show that each 

algorithm has different performance in predicting forest fires that occur each 

month, with some algorithms showing higher levels of accuracy and 

precision. Further analysis discusses the advantages and disadvantages of 

each algorithm as well as the practical implications of implementing them in 

the environment.    
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1. Introduction 

Forest and land fires refer to situations where forest and land areas are burned, causing significant economic 

and/or environmental damage [1]. The occurrence of forest fires has an impact on the physical, chemical and 

biological conditions of the soil. The fire process can destroy organic material which is essential for the life of 

soil microorganisms and cause a decrease in the stability of the structure and physical properties of the soil [2]. 

Burned area information can be done using various methods, both directly and indirectly. However, direct 

measurements in the field often take a lot of time and money due to the difficulty of access to areas affected 

by fire [3]. As an alternative, indirect measurements using remote sensing technology and satellite imagery are 

a more efficient and cost-effective solution [4]. 

One of the scientific scopes of Geodesy is by providing Geographic Information Systems and Remote 

Sensing, this scientific study can be carried out for fire mapping [5]. To find out the fire area in the Mount 

Bromo area, Spatial Analysis can be used to determine the coverage of areas affected by fire by mapping and 

Statistical Analysis to see changes based on calculations so that it can show the burned area [6]. In carrying 

out this analysis, Geodesy science can be involved using supporting methods in the form of Normalized Burn 

Ratio (NBR), Normalized Different Vegetation Index (NDVI), and Threshold calculations. NDVI has proven 

to be an excellent indicator for analyzing the impact of forest fires, while NBR calculations allow evaluating 

the severity of fires and Threshold-based classification has been widely used to obtain fire severity maps and 

to estimate the area of damage due to forest fires [7]. 

2. Research methodology 

 

Figure 1. Data Science Process 
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In Data Science, there are several procedures that must be carried out so that the resulting data can have high 

accuracy so as to support the credibility of the research content as in Figure 1. This data will help various 

aspects in the future. Therefore, it is very necessary to minimize errors in processing data. The procedures 

carried out by the author in processing the data include [8]:  

 

2.1 Data Collection (Data Collection) 

The first step taken was the process of collecting data from various sources. This data can be numbers, 

text, images, and so on. Data can also be obtained by conducting direct surveys and can be collected through 

questionnaires and interviews with sources who can be trusted [9]. It should be noted that the data must be 

accurate, complete and reliable. The data used in this research was obtained from the site web Kaggle 

(www.kaggle.com). Kaggle is a place where data datasets are collected into one and online community and 

platform focused on data science and machine learning. The data contained on the website is quite accurate 

and complete, depending on what field you want to research [10].  

2.2 Data Cleaning (Data cleaning) 

The data that has been collected usually needs to be selected so that unimportant data can be removed from 

the dataset. At this stage, cleaning of errors, redundancies and data inconsistencies is carried out. This process 

is important to ensure that the data to be researched is accurate and reliable. This data cleaning process is 

carried out using software Microsoft Excel. At this stage, problematic data is selected and the data format is 

also standardized so that the data to be processed gets accurate results [11]. 

2.3 Exploratory Data Analysis 

After the data goes through the cleaning process, data scientists begin to use various statistical and 

visualization techniques to look for patterns, trends, and hidden relationships among the data. At this stage, it 

is important to remain critical and not jump to conclusions from what you see. Data scientists must consider 

various possibilities and search for relevant evidence according to the research objectives[12]. 

At this stage, visualization of the data is carried out using Tableau to help facilitate the visualization 

process. Use Painting as a tool for visualizing data has benefits such as offering great flexibility in processing 

and visualizing data from various sources. This makes it possible to carry out a more holistic and 

comprehensive analysis. Tableau also provides a wide range of powerful visualization tools, ranging from 

simple graphs to complex shapes [13]. 

2.4 Model Building 

With the knowledge gained from the data analysis process, authors can build models that can predict, 

group, or classify new data accurately. The process of building this model requires critical thinking and a deep 

understanding of the data and algorithms that will be used on the data [14]. At this stage, data model 

development is carried out using rapidminer software. RapidMiner is a data analysis platform that helps 

understand patterns and trends in large data sets. In rapidminer you can also apply various algorithms and 

analyze which algorithms are suitable for use for research purposes [15]. 

2.5 Model Implementation 

The model that has been successfully built will be applied in various aspects in accordance with the 

research objectives, such as sales strategies, strategies for retaining customers, and so on. By carrying out this 

entire process carefully and critically, data scientists can help solve various problems in the world, especially 

completing research that has been carried out. 

3 Results and Discussion 

In this section the results will be given according to the stages carried out: 

3.1 Data Collection 

 

Figure 2. Forest Fire Dataset 
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The dataset taken consists of Forest Fires data which is stored to predict forest fires that occur every 

month (Figure 2). The goal of this data collection is to analyze and classify information that can help understand 

the factors that influence forest fires.  
 

3.2 Data Cleansing  

 

Figure 3. Data Cleaning  

 

At this stage, the author did not clean the data. This is because after observing the data taken as in 

Figure 3 above, no errors were found that usually exist in datasets such as duplicate data, inconsistent data and 

so on. Therefore, it was decided to proceed to the next stage without changing the contents of the initial data. 

 

3.3 Model Building 

The model development is carried out by testing several different algorithms and comparing the 

algorithms to obtain the appropriate algorithm (Figure 4-Figure 23). 

 

Decision Tree 

 

Figure 4. Decision Tree Algorithm Model 

 

Gambar 5. Accuracy Algoritma Decision Tree 
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k-NN 

 

Figure 6. k-NN Algorithm Model 

 

Gambar 7. Accuracy Algorithm k-NN 

Random Forest 

 

Figure 8. Random Forest Algorithm Model 

  

Gambar 9. Accuracy Algortima Random Forest 
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Naïve Bayes (Kernel) 

 

Figure 10. Naïve Bayes (Kernel) Algorithm Model 

  

Figure 11. Accuracy of Naïve Bayes(Kernel) Algorithm 

Rule Induction 

 

Figure 12. Rule Induction Algorithm Model 

  

Figure 13. Accuracy Algortima Rule Induction 

The next stage is the model training process using the Decision Tree, k-Nearest Neighbor, Random Forest, 

Naïve Bayes (Kernel), Rule Induction algorithms. This training process is carried out using the k-fold cross 

validation principle, namely by dividing the data into a number of k subsets, such that every time one of the 

subsets is used as testing data, the remaining k – 1 subsets are combined to form training data. The error 

estimate is averaged for each trial, where the trial is repeated k times, such that each subset of the k subsets 

acts as a testing set exactly once. This is done to get the total effectiveness of the existing dataset. This repetition 

of training data and test data significantly reduces variance because most of the data is also used in the test data  
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Decision Tree 

 

  

Figure 14. Design of Decision Tree Model 

 

Figure 15. The Accuracy of Decision Tree using Cross Validation 

k-NN 

 

Figure 16. Design of k-NN Model 

 

Figure 17. Accuracy of k-NN using Cross Validation 

Random Forest 

 

Figure 18. Design of Random Forest Model 

 

Figure 19. Accuracy Cross of Random Forest using Cross Validation 

 



86 

 

Naïve Bayes(Kernel) 

 

Figure 20. Design of Naïve Bayes Model 

 

Figure 21 Accuracy of Naïve Bayes (kernel) using Cross Validation 

Rule Induction 

 

Figure 22. Design of Rule Induction Model 

 

Figure 23 Accuracy of Rule Induction using Cross Validation 

Testing of four algorithms, namely the Decision Tree algorithm, K-Nearest Neighbor algorithm, Random 

Forest, Naïve Bayes (Kernel), and Rule Induction produced different accuracies in FOREST FIRE cases. 
Testing uses several amounts of data from the dataset provided. Each data is tested against all existing data. 

Then the test results are measured to obtain the level of accuracy in classifying forest fires by calculating the 

average recall, precision and accuracy of each experiment using cross validation which is presented in 

percentage form. Table 1 and Figure show a summary of the performance measurement results for all test 

results in each algorithm. 

Table 1. Performance of Forest Fire Classification Measures 

Model Hold Out 10 Fold Cross Validition 

Decision Tree 90.20 84.17 

k-NN 85.29 88.38 

Random Forest 93.14 91.29 

Naive Bayes(Kernel) 76.77 79 

Rule Induction 91.18 84.52 
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 Figure 23. Performance of Forest Fire Classification Measures 

 

The performance measure results in Figure 19 show the most optimal accuracy for the five algorithms. Based on 

the comparison results in Figure 19, it can be concluded that the highest accuracy results for Forest Fire 

classification were obtained by the Random Forest algorithm of 93.14%, with Cross Validation of 91.29%. The 

accuracy results obtained by the Decision Tree algorithm were 90.20%, with Cross Validation 84.17%. The K-

Nearest Neighbor algorithm has an accuracy of 85.29%, with Cross Validation of 88.38%. The accuracy results 

obtained by the Deep Rule Induction algorithm were 91.18%, with Cross Validation 84.52%. The lowest accuracy 

result is the Naïve Bayes (Kernel) algorithm with an accuracy of 76.77%, with Cross Validation of 79%. These 

results show that the Random Forest algorithm classification model produces the best performance measure for 

classifying forest fires compared to the Naïve Bayes algorithm classification model (kernel), Decision Tree 

Algorithm, Rule induction, and K-Nearest Neighbor Algorithm. 

  

Conclusion 

Based on the research that has been carried out, it can be concluded that the implementation and comparison of 

the Naïve Bayes (Kernel), K-Nearest Neighbor, Decision Tree, Rule induction and Random Forest algorithms on 

forest fire case data has been successfully realized. Several forest fire datasets have been implemented and tested. 

Apart from that, comparisons have been made to the test results of the Naïve Bayes Algorithm (Kernel), K-Nearest 

Neighbor, Decision Tree, Rule Induction and Random Forest. 

Based on a comparison of test results, the performance measure of the Random Forest algorithm has better results 

than the Naïve Bayes (Kernel), K-Nearest Neighbor, Rule Induction and Decision Tree algorithms with the k-fold 

cross validation method. The Random Forest algorithm can provide an average accuracy result of 93.14% with 

Cross Validation of 91.29%. 
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