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This research aims to address the challenges in understanding the relationship between laptop 

specifications and sales prices and to enhance product segmentation based on cluster analysis. 

By using available laptop specifications and sales price data, this study aims to identify 

patterns in laptop specifications that influence sales prices using K-Means and K-Medoids 

cluster analysis. This research employs the K-Means and K-Medoids clustering methods to 

categorize laptops into several categories based on specifications such as screen size (inches), 

price, RAM capacity, and weight. The data transformation process, exploratory analysis, 

model building, and cluster performance evaluation were conducted using the RapidMiner 

analysis tool. The research results show that the K-Medoids algorithm provides more accurate 

clustering performance compared to K-Means, with a Davies-Bouldin Index value of -0.665 

for K-Medoids and -0.487 for K-Means at configurations k=4 and k=5. A lower Davies-

Bouldin Index value indicates that K-Medoids better represents the characteristics of the 

existing data. The clustering results identify laptop categories based on a combination of 

specifications and prices, which can be used by manufacturers and sellers to develop more 

targeted marketing strategies. This research is expected to provide useful insights for the 

laptop industry in understanding consumer preferences and needs, and to assist in making 

more informative decisions to improve sales and customer satisfaction. 
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1. Introduction 

The information technology industry, especially the laptop market, continues to grow rapidly as consumer 

demand for advanced and efficient devices increases. Laptops are not only used by professionals and students but 

also by the general public for various daily needs. With a variety of specifications and prices offered, a deep 

understanding of the factors influencing laptop sales prices is crucial for manufacturers and sellers in developing 

effective marketing strategies. 

Market segmentation is one approach used to understand consumer preferences and market trends. By 

categorizing products based on specifications and prices, companies can identify different market segments and 

design appropriate products and marketing strategies. Clustering methods, such as K-Means and K-Medoids, are 

effective data analysis techniques for market segmentation because they can group data into homogeneous clusters 

based on certain characteristics. This research aims to identify patterns in laptop specifications and sales prices using 

K-Means and K-Medoids clustering methods. The data used includes screen size, price, RAM capacity, and laptop 

weight. Through this analysis, it is expected to gain better insights into laptop market segmentation, enabling 

manufacturers and sellers to make more informed decisions to improve operational efficiency and customer 

satisfaction. 

 

2. Research Methods 

Research methods are the steps taken by researchers to collect research data. This data is processed and 

analyzed scientifically until the research objectives are achieved. The steps in this research include data 

collection techniques, data transformation, exploratory data analysis, model building, performance clustering, 

and clustering results (Figure 1). 
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Figure 1 Proses Data Science 

2.1 Data Collection Techniques 

The data for this analysis was obtained through data download techniques from the Kaggle website 

(https://www.kaggle.com/datasets/muhammetvarl/laptop-price). The dataset used is the Laptop Price Dataset 

downloaded on September 6, 2024. This dataset was chosen because it contains laptop sales data that can be 
used to identify patterns in laptop specifications that influence sales prices. This data will be used to build a 

machine learning model to predict future sales. 

2.2 Data Transformation 

Data transformation is used to convert data into a suitable form for the data mining process. Data 

transformation is used to change the attribute data type from nominal to numerical with the Nominal To 

Numerical tool to match the required data type. Several techniques for data transformation are normalization, 

attribute selection, and discretization. Data normalization is a technique used in data mining to convert data 

values into a common scale. Attribute selection aims to select the most relevant subset of attributes from the 

original data. This technique reduces the number of features involved in determining a target class value. 

Discretization refers to the process of converting continuous data into a set of intervals. Discretization can help 

identify patterns that are not visible in the original data. This entire process improves data quality, making the 

analysis or model more accurate and efficient. 

In this research, the data transformation used is attribute selection. Attribute selection is the process of 

selecting the most relevant and informative subset of attributes from a larger data set. The goal is to reduce data 

dimensionality and improve machine learning model performance. 

2.3 Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) is an analytical approach to data to create a comprehensive summary 

that is easy to understand. Researchers can apply it with various statistical techniques and visualizations to 

uncover hidden patterns, trends, and relationships in the data. In this phase, it is essential to remain critical and 

not immediately draw conclusions from what is visible. Researchers must consider various possibilities and 

seek relevant evidence according to their research objectives. Hasty analysis can result in erroneous 

conclusions. Therefore, every finding must be carefully examined and validated. 

In this process, the authors visualize data from the superstore to gain useful knowledge to better 

understand market trends. We use Tableau to facilitate the completion of this research. This tool makes 

it easier for researchers to process and analyze data effectively. Using Tableau as a data visualization 

tool has several significant advantages, including high flexibility in processing and visualizing data from 

various sources. 

2.4 Model Building 

The model-building process requires deep thought and understanding of the data and the 

algorithms to be used. In this process, researchers will use the K-Means and K-Medoids algorithms. In 

the context of the K-means algorithm, clusters usually refer to groups of data that are similar to each 

other. K-means is one of the most commonly used clustering methods in data analysis and machine 

learning. This method works by randomly defining cluster centers (centroids) and then calculating the 

distance between each data point and the centroid. Each data point will be grouped into the cluster with 

the nearest centroid. After all data points are grouped, new centroids are calculated based on the average 

of the data points in one cluster [10]. 

In addition to using the K-means algorithm, this research also compares it with other algorithms 

such as K-Medoids. K-Medoids is similar to K-means but uses actual data points as cluster centers, 
making it more robust against outliers. This research establishes three groups: most sold, sold, and not 

sold. These groups aim to categorize products based on sales levels. By comparing the two algorithms, 

it is expected to find the most effective clustering method for this sales analysis. 

https://www.kaggle.com/datasets/muhammetvarl/laptop-price
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2.5 Performance Clustering 

Based on the implementation results of several algorithms, performance results are obtained to compare 

which algorithm is more accurate. This performance evaluation is conducted using metrics such as the Davies-

Bouldin Index for both algorithms, K-means and K-Medoids. The Davies-Bouldin Index metric is defined as 

the average ratio of within-cluster and between-cluster distances for each cluster with its nearest neighboring 

cluster. Using the same metric for both algorithms allows for a fair and consistent comparison in evaluating 

clustering quality. 

From these results, it can be seen if there are significant differences in how the two algorithms group data. 

The best performance is determined not only by the metric value but also by the ease of interpreting the 

clustering results. Thus, the final decision on which algorithm is more accurate and effective can be made by 

considering various evaluation factors. 

2.6 Clustering Results 

This final stage is where the clustering results will be obtained. These clustering results will categorize 

laptops into several categories based on existing specifications: inches (screen size), price, RAM (capacity), 

and weight. With this information, companies can know which laptop categories have prices that match their 

specifications. This helps companies identify more specific market segments and develop more targeted 

marketing strategies. This knowledge is invaluable for making more effective business decisions.  

Market trends inform about which laptop specifications are most favored by consumers and how prices 

affect purchase decisions. By knowing this, companies can focus their efforts on developing and marketing 

laptops with the most desirable specifications and price combinations. The most favored laptop subcategories 

can receive more attention in terms of promotion and inventory. Meanwhile, less favored laptops can be re-

evaluated for improvements or additional promotions. Thus, companies can improve overall sales performance. 

3. Result and Discussion 

3.1 Data Transformation Results 

In this research, we use the feature selection technique (attribute selection) to choose the most relevant 

subset of attributes from the original data (Figure 2 & Figure 3), reducing data dimensionality and improving 

model efficiency.  

 
Figure 2 Laptop Price Dataset before choosing variables. 

 
Figure 3 Dataset Laptop Price 
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In this research use 4 attributes (Figure 4), here are some visualizations: 

 
Figure 4 Attribute Dataset  

3.2 Exploratory Data Analysis Results 

The results of exploratory data analysis will display visualizations using Tableau. This aims to understand 

market trends and is useful for analyzing the most effective sales methods in general laptop sales stores. Here 

are some visualizations. 

3.2.1 Distribution of Number of Laptops per Company 

Figure 5 shows the distribution of the number of laptops available from various companies. Each bar in 

the graph represents a company, and the height of the bar reflects the number of laptop models offered by 

that company. From this graph, we can see which companies have the most laptop models on the market. 

This is useful for identifying the dominance of certain companies in the laptop industry and seeing the 

variety of products they offer. 

 

 

Figure 5 Distribution of Number of Laptops per Company 

 

Figure 5 shows the number of laptops available in the dataset for each company. 

 

• HP, Lenovo, and Dell have the highest number of laptops in the dataset. This indicates that 

products from these companies are more dominant in the market or that your dataset includes more 

laptops from these brands. 

• Apple, Razer, and several other companies such as Mediacom have fewer laptops, indicating a 

more limited market coverage or a lack of product diversity recorded in the dataset. 

3.2.2 Average Laptop Price per Company 

This section visualizes the average laptop price per product company. Using the attributes Price 

(EURO) and Company. Knowing the average price helps companies in assessing pricing 

strategies. 
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Figure 6 Average Laptop Price per Company 

Figure 6 This graph shows the average price of laptops (in Euros) for each company. 

• Apple has a much higher average price than other companies, indicating that their laptops are in the premium 

category. 

• Razer and Microsoft also have fairly high average prices, but not as high as Apple. 

• • Acer, Asus, and several other brands have lower average prices, indicating that they tend to produce more 

affordable laptops or are in the entry-level and mid-range categories. 

 
3.2.3 Average Laptop Price by CPU Type 

This section visualizes sales data by CPU Type. Using the attributes Company, CPU Type, and Price (Euro). 
 

 
Figure 7 Average Laptop Price by CPU Type 

 

Figure 7 This chart breaks down the average price of a laptop by brand and type of CPU used. 

• Laptops with Core i7 CPUs from Apple have the highest average price, indicating that premium brands 

and components like these are driving the price. 

• Lenovo has a wider range of prices with CPUs like the Xeon, A12-Series, and Core i3, which have lower 

average prices than premium CPUs. 

• Asus and other brands like HP and Acer offer laptops with entry-level CPUs like the Pentium or Celeron, 

so the average price is more affordable. 

 

3.2.4 Laptop Price Range and Quantity by Company 

This section visualizes the laptop price range and quantity by Company. Using the attributes Number of 

dataset laptops, Price (Euro), and Company as a divider between the number of laptop models. 
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Figure 8 Laptop Price Range and Quantity by Company 

Figure 8 shows the price ranges of laptops offered by different companies and the number of laptop 

models in each price range. Each company is represented by one section on the graph, which shows the 

distribution of laptop prices from lowest to highest. In this graph, we can see how widely each company 

varies in price and how many laptop models are available in each price category. This is useful for 

understanding the price segmentation carried out by companies and seeing their market strategies in 

reaching consumers from various economic segments. 

3.3 Model Building Results 

After visualizing the results from Tableau, proceed to model building using the K-Means and K-

Medoids algorithms. Figure 9 explains that the operators used, namely retrieve dataset, are used to read the 

dataset in this research. Then add Select Attribute to choose the attribute that uses numerical data. Here, I use 

K values from 2 to 5 in one process, so I use Multiply for 4 types of clustering. K-Means and K-Medoids are 

used to model the existing dataset, and cluster distance performance is used to test the best clustering results. 

This research establishes 4 laptop groups based on Price, namely Low-End, Mid-Range, Mid to High-Range, 

and High-End. 

 
 

 

Figure 9 k-Mean -  k-Medoids Models using RapidMiner 

 



111 

 

 

3.4 Performance Clustering Results 

Based on the implementation results of the K-Means algorithm on RapidMiner, the 

performance results are as follows: 
 

 

Figure 10 Data Perfomance K-Means 

 

 

Figure 11 Data Perfomance K-Medoids 

Based on Figure 10 on data performance using the K-Means algorithm, the performance result is -0.487 

Davies Bouldin. Meanwhile, Figure 11 using the K-Medoids algorithm, the performance result is -0.665. It can 

be concluded that the clustering performed by the K-Means algorithm is considered better than K-Medoids. K-

Means shows more accurate and better performance compared to K-Medoids because according to the Davies-

Bouldin Index (DBI) principle, the desired value in data mining is getting smaller or closer to zero. Thus, it 

shows better clustering quality. 
 

 

Figure 12 Comparison of Performance K-Means & K-Medoids Results 

It can also be seen from Figure 12 that the K-Means performance results table is closer to zero or has a 

smaller value compared to the K-Medoids performance results. 

3.5 Clustering Results 

Based on the above performance values, Cluster 0 with 447 items is categorized as Mid-Range, Cluster 

1 with 12 items is categorized as High-End, Cluster 2 with 583 items is categorized as Low-End, and Cluster 

3 with 225 items is categorized as Mid to High Range. This can be seen from Figure 13 below: 
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Figure 13 Cluster Model 

 

Furthermore, to identify Laptop Prices included in the 4 previously mentioned clusters, visualization can 

be done using RapidMiner. This platform allows in-depth analysis of cluster data, enabling companies to 

quickly identify hidden patterns and trends in product sales. With this information, companies can direct 

marketing strategies and inventory management more precisely, ensuring that each Laptop Price receives the 

appropriate attention according to market potential and customer demand. 
 

 

Figure 14 RapidMiner Visualization 

 
From the visualization results using RapidMiner above (Figure 14), it can be seen (Table 1) that 

laptops with 32-64GB RAM dominate in cluster 1, which is the High-End category, with the highest 

price reaching 6,099 EURO. In the second position, 8-32GB RAM records the most laptops, which is 

cluster 3 in the Mid to High-End category. In cluster 0, which is the Mid-Range category, laptops with 

4-16GB RAM are quite popular, with prices ranging from 9.19 EURO to 1,713 EURO. Meanwhile, in 

cluster 2, which is the Low-End category, this cluster is the cheapest because based on its specifications, 

it has 2-8GB RAM, with the lowest price being 174 EURO. This information provides a clear view of 

the sales performance of each Laptop, enabling companies to take strategic steps in managing inventory 

and directing marketing efforts more effectively according to the identified market conditions. 

Table 1 Clustering Results 

  

4. Conclusion 

The conclusion of the report "Cluster Analysis on Laptop Sales Data and Specifications Using K-Means and 

K-Medoids Methods" is that this research successfully identifies prices based on modeling laptop types by 

clustering products into 4 categories: Low-End, Mid-Range, Mid to High-Range, and High-End. Using data 

from the Kaggle site and analysis tools such as Microsoft Excel, Tableau, and RapidMiner, this research finds 

that the K-Means algorithm provides more accurate clustering performance compared to K-Medoids. This 

finding shows that the K-Means performance value is more accurate, at -0.487. K-Means is more suitable for 

the characteristics of the existing data, so this information can be used by companies to optimize marketing 

strategies and inventory management, focusing on products with the best sales performance. This conclusion 

emphasizes the importance of structured data analysis in supporting better and timely business decision-

making. 
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